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Abstract: The goal of this contribution is to briefly overview the historical development of
the field of Petri nets under a System Theory and Automatic Control perspective. It is by far
not meant to be comprehensive or inclusive, but to review through several representative areas
a few of the conceptual issues studied in the literature. It was not possible to consider here
the many domains of application were the Petri Nets modeling paradigm was used, among
many others: manufacturing, logistic, hardware and software, protocols engineering, health
management, transportation, etc.

1. PRELIMINARY OVERVIEW

Born in a Computer Science milieu, as Carl Adam Petri
was fond of saying, nets belongs to Systems Theory in
a broad sense. In the late fifties and beginning of the
sixties of the past century, when the main focus was on
local computations of mathematically intricate sequential
problems, Petri developed a fresh approach to the concep-
tualization of concurrency and synchronization. In fact,
the title of the seminal work of the field (Petri, 1962) is
expressive: Communication with Automata. 1 Considering
notions of dependence and independence of actions, local-
ity of states and events were straightforwardly captured
allowing temporal realism and top-down and bottom-up
modeling approaches for concurrent-distributed Discrete
Event Systems (DES).

Petri Nets (PNs) are bipartite valued graphs: places and
transitions are the nodes and weights — inscriptions, more
in general — are assigned to arcs. Their dynamics derives
from the marking or distributed state.

At the beginning, PNs were only autonomous, meaning by
that untimed or, more precisely, possessing only a qualita-
tive notion of time: earlier or later; possibly at the same
time. Also they were non deterministic models, a humble
position leading to their logical study by contemplating all
possible behaviors. The introduction of quantitative time
dates to the middle of the seventies, when topics related to
performance evaluation, verification and control, such as
throughput computation, optimal scheduling, etc., started
to be considered: Ramchandani (1973); Merlin (1974) and
Sifakis (1977) are a small subset of representative early
works on PN with time. In this sense PNs are semi-
interpreted, i.e., there exist several “extended” or “inter-
preted” formalisms, suited to deal with diverse purposes
but sharing the basic common principles. For example,
beyond the many timed proposals, associating certain

⋆ This work has been partially supported by CICYT - FEDER
project DPI2014-57252-R.
1 For its translation into English, (Petri, 1966).

types of external events with the firing of transitions,
marking diagrams (also synchronized PNs) constitute a
clear generalizations of Moore or Mealy machines, in which
the global state is substituted by a distributed one.

The above mentioned diversity of formalisms turns PNs
into a conceptual framework or paradigm for the mod-
eling of DEDS along their life-cycle (Silva and Teruel,
1996), allowing to deal with the formal representation
and development of systems from preliminary design to
performance evaluation and control, even including fault-
tolerant implementation and operation. In particular, for
a given system, this means to be able to check purely
logical properties (such as boundedness, deadlock-freeness,
liveness or reversibility in autonomous models), to com-
pute performance properties (such as average values for:
throughput of a subsystem; marking or queue length of
a place; or utilization rate of a resource), to derive good
control strategies (for example to minimize a make-span or
to decide an optimal production mix), etc. In other words,
amodeling paradigm is a conceptual framework that allows
one to obtain modeling formalisms from some common
concepts and principles with the consequent economy, co-
herence and synergy, among other benefits. As an example
of synergy, we want to explicitly mention the computation
of the visit ratio of transitions in an stochastic PN, allows
to state some necessary or sufficient conditions for its live-
ness as autonomous. Campos et al. (1991) is the seminal
work; a broader perspective of so called rank theorems is
provided in Silva et al. (1998).

The first broad and organic perspective of works related to
PNs is due to Brauer (1980). It integrates the “structural”
line deriving from Petri first proposal and the “automata-
language” based approach, 2 together with Vector Addi-

2 Carl Adam Petri persistently claimed that formal languages (in
the automata theory sense), were not appropriate to deal with the
expressiveness of net systems models. In fact, their sequentialized
views (sequences of events/occurrences of transitions) does not ex-
plicitly provide information about concurrency and distribution of
the modeled system. Informally speaking, some kind of “isomor-
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tion Systems (Karp and Miller, 1969) and other graphi-
cal models for parallel computations, independently intro-
duced in the USA since the late sixties. From 1984 and
for almost two decades, a significant part of the core of
contributions to PN theory and applications was edited by
Grezgorz Rozenberg as Advances in Petri Nets, a subseries
of Lecture Notes in Computer Science (LNCS). Most of
those contributions came from Informatics.

Although with different degree of centrality, the family
of formalisms known as Petri Nets, have been consid-
ered in several disciplines, not only in Computer Sci-
ence/Engineering (CSE), but also in Automatic Control
(AC) and Operations Research (OR), with Mathematics
and Logic always in the “back room” or “rearguard”. Our
focus in this work is mainly in the AC domain. Thus
what is here presented is naturally a partial/biased view of
the entire PN field. 3 The AC control community started
discovering PNs in the second half of the seventies. For
example, Moalla et al. (1980), following the spirit of the
times, use them for modeling, verification, analysis and
implementation of logic controllers.

Even if during the long period that has elapsed from 1962
an impressive number of results have been presented, a sig-
nificant number of fundamental problems is still open. The
impact of PNs on information technology can be assessed
considering the conferences, courses, books, tools or stan-
dard norms (IEC, ISO, etc.) devoted to them. Applications
of PN theory and methods exist in an extremely broad
number of fields, among others: manufacturing, logistic,
computer hardware and software, protocols engineering,
traffic, biochemistry, population dynamics or epidemiol-
ogy, for example.

In the eighties the quantitative timing of PNs generated a
first “transient schism” (or divergence) in the PN com-
munity among those researchers accepting quantitative
timed interpretations in PNs versus those rejecting them.
Moreover, in the “combat” against the well-known state-
explosion problem for DES, forms of continuous or fluid
and hybrid PNs were introduced by the end of the eighties,
what lead to some scientific controversy in the PN com-
munity of the times. The main argument against the new
class of formalisms was that “real” PNs must be discrete
models! In some sense, at the end of the past century
and the beginning of the present one, this generated a
second “transient schism” in the community among those
researchers accepting particular fluid relaxations of PNs
as “approximated” models for DES versus those reject-
ing them, somehow in parallel with the rising interest of
the AC community in DESs. Even if we speak of “tran-
sients schisms”, the modeling paradigm was always flexible
enough to integrate the many “extensions” that do not
contradict the basic concepts of PNs: bipartition, locality,
consumption/production logic, etc.

This paper is structured as follows. In Section 2 the emer-
gence of basic concepts is recalled and we are able to ex-

phism” between the described system and the model contribute to
the “faithfulness and understandability” of those formal construc-
tions.
3 For an historical perspective approaching a broader view on
the development of the theory and its applications, together with
elements of the development of the PN community, see (Silva, 2013).

plicitly bring to the attention the family of PN formalisms
as a modeling paradigm. Section 3 deals with the use of
PNs as dynamical models to address classical problems of
AC. Section 4 aims to create a bridge connnecting control
theory and engineering of continuous, hybrid and discrete
event systems. Finally a few promising areas that are open
to future research are briefly discussed in Section 5.

2. PETRI NETS: FROM BASIC CONCEPTS TO THE
MODELING PARADIGM

Due to space limitations, a very restricted subset of steps is
traced in the sequel, starting with the seminal work of the
field (Petri, 1962). In contrast with a widespread common
vulgata, in this work there exists no PN in its classical
graphical notation, something that appeared some three
years later. In 2007 Petri confessed that “the graphical
representation of structural knowledge which is now in
widespread use I invented it in a playful mood in August
1939, and practiced it intensively for the purpose of mem-
orizing chemical processes, using circles for substances and
squares for reactions, interconnected by arrows to denote
IN and OUT”. The reason for this explicit omission was
that he “did not want the theory to appear as a graphical
method instead of a mathematical attack on the then
prevailing Automata Theory, based on arguments taken
from modern Physics”.

The first net based formalism became what is known
as Condition/Event nets, that are ordinary and 1-safe
by definition. Its generalization to the more common
Place/Transitions nets (PT-nets, most frequently simply
denoted as PNs) happened during the second half of the
sixties, appearing in the same years in the related works
of the teams lead in the USA by Anatole Holt (working
in private company) and by Jack B. Dennis (project MAC
at MIT). Holt gave the name of “Petri Nets” to this class
of formalisms. It was at this time that the fundamental
differences between automata and PT-net systems (in the
sequel simply PNs) were established. The most striking is
the fact that while automata are characterized by a global
symbolic state, in PNs the state is distributed and numer-
ical. A place is a local state variable whose value (i.e., the
marking) is a nonnegative integer, while a transition rep-
resents a local event whose occurrence changes the value
of a subset of places. Moreover, the marking evolution
logic is a non-monotonous consumption/production logic
which straightforwardly allows the modeling of unbounded
(non-finite) state spaces, and of the use of resources.
As a consequence, concurrency (simultaneously enabled
transitions that are not in conflict) and synchronizations
(through joins or rendez-vous), can be naturally modeled.
Therefore, stated from a different perspective, it can be
said that cooperation and competition relationships can
be directly represented.

The locality of places and transitions (and their duality)
allows concurrent-distributed DES to be modeled inter-
leaving in a free way top-down and bottom-up approaches.
Differently stated, models can be constructed by refining
transitions or places; also by composing modules through
transitions (synchronizations) or through places (fusions),
with the advantage that in any case the structure of
modules is preserved.

2
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During the first half of the seventies a second way of
synchronization was integrated in PNs. Arcs were allowed
to be labeled with non-negative integers weights, to de-
scribe the number of identical resources needed to fire a
transition, or produced by its firing. These new nets were
called “generalized” as opposed to the “ordinary” ones (by
default, now a PN is a generalized one). Nevertheless, soon
it was proved that generalized nets have the same “logical”
expressive power of ordinary nets, although they may be
more convenient from a modeling point of view. More-
over, Hack (1974) proved that Vector Addition Systems,
ordinary and generalized PNs, and Vector Replacement
Systems have the same expressive power.

From early times, there existed two alternative views
concerning the development of the field. According to
Peterson (1977), “in contrast to the work of Petri, Holt,
and many European researchers, which emphasizes the
fundamental concepts of systems, the work at MIT and
many other American research centers concentrates on
those mathematical aspects of Petri nets that are more
closely related to automata theory [. . .] This mechanistic
approach is quite different in orientation from the more
philosophical approaches of Holt and Petri”. In this sense,
it is illuminating the pioneering comment by Holt and
Commoner (1970) stating that, “perhaps we are closest
in spirit to operations research techniques, but with an
insistence on conceptual economy and rigor more common
in purer branches of mathematics. Also, it is necessary that
our descriptions be built up part by part in analogy to the
way in which the systems being described are built up part
by part”. Formal languages or structural/compositional
properties represent two different ways of addressing anal-
ysis and synthesis problems in the PN framework.

An important logical extension of PNs was the introduc-
tion of inhibitor arcs (Agerwala and Flynn, 1973), that
allow the simulation of Turing Machines; soon this was
followed by others similarly expressive extensions, such as
priority levels on the firing of transitions. At the end of the
seventies High Level Petri Nets, were introduced followed
by more abstract (compact) formalisms, among which
Predicate/Transition Nets and Colored PNs (Brauer, 1980;
Jensen and Rozenberg, 1991). In high-level PN models
tokens are individualized by means of labels (sometimes
called colors). Information in tokens allows the objects to
be named — i.e., they are no more indistinguishable —
and dynamic associations can be created. Color sets are
similar to data types, and are associated with places and
transitions. Color functions inscribe the arcs connecting
places to transitions and vice versa. The description of
models using Colored PNs is at two levels: the “explicit”
or high-level net structure (i.e., the basic relation of col-
ored places and colored transitions), and the “implicit”
structure, that is “hidden” in the functions attached to the
arcs. If colors domains are finite, colored PNs constitute
only a “modeling convenience” with no greater theoretical
expressive power. The interest of colored PNs for dealing
with manufacturing systems was recognized since the early
eighties. For example, in Alla et al. (1985) part of a
flexible workshop of the company Renault was modeled
and validated. Colored nets have had an important im-
pact in modeling industrial case studies in quite different
domains (see, http://cs.au.dk/cpnets/industrial-use/). As

an additional example, in (Dotoli and Fanti, 2006) timed
Colored PNs have been used to model urban traffic.

Properties of PN models always depend on the net struc-
ture. They can be behavioral, if also depend on the initial
marking, or structural, if the initial marking is abstracted.
Among the first group are reachability, boundedness, mu-
tual exclusion, deadlock-freeness, liveness, home states,
etc. The abstraction of the initial marking can be done
with the universal quantifier; for example, a PN is struc-
turally bounded if it is bounded for any initial marking,
or it is structurally non-live if it is non-live for any initial
marking. Nevertheless, most frequently this last property
is expressed as: a PN is structurally live if an initial
marking exists such that the corresponding system is live.

During the seventies, the basis for three main analysis
strategies of PN models were developed. While no one
can offer a satisfactory solution for all cases of interest, in
practice their combined use may be very effective. Reach-
ability and coverability graphs deal with total or selective
state enumeration. They are approaches in which “sequen-
tialized views” are obtained, suffering thus from the state
explosion problem. Moreover, the obtained graphs highly
depend from the particular value of the initial marking.
Among other developments to reduce the size of the state-
space to be searched by a model checking algorithm, at
late eighties-beginning of the nineties are the stubborn
sets (a partial order technique) (Valmari, 1991) and the
identification of symmetries (Starke, 1991); very recently
in Ma et al. (2016) is proposed a compact representation of
the reachability graph that uses the concept of basis mark-
ings. By keeping concurrency, unfolding techniques have
the potential for reducing the computational complexity
with respect to purely sequential enumeration, something
better understood, for example, for 1-bounded systems
(Giua and Xie, 2005; Esparza and Heljanko, 2008).

The complexity of Petri net decision procedures and the
properties of PNs as language generators have been stud-
ied since the early 70s (Baker, 1973). Labels from an
alphabet are assigned to transitions and, depending on
the type of the labeling function and on the structure of
the final marking set, a family of languages can be defined
(Jantzen, 1991). We can think of the class of PN languages
as a superset of regular languages and a subset of the
class of context-sensitive languages. PNs are at the bound-
ary between decidability and undecidability: in particular
many problems are decidable only for deterministic PN
languages (Vidal-Naquet, 1982).

Net transformations are rewriting techniques often ex-
ploited to reduce the net: in this sense they can be seen
as structural approaches. The idea is to obtain models
that are simpler to analyze while keeping the properties
under study. If the transformation is of polynomial cost,
but the analysis of the transformed system is exponentially
cheaper, the advantage is obvious. For example, Berthelot
(1986) showed that properties such as boundedness, live-
ness or the existence of home states can be analyzed by
means of reduction rules involving redundant places, pre-
fusion and post-fusion. Implicit places, i.e., places that are
not the unique ones to prevent the firing of a transition,
generalize redundant ones (Silva et al., 1998). However,
the existence of irreducible net systems even for simple
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properties shows that the method, even if very interesting
in practice, it is not complete.

Among the most original PN approaches are the so called
structural techniques, that may be graph-based (using con-
cepts as circuits, net components, siphons, traps, etc.) or
state-transition equation based. In many works, the main
idea is to consider subnets leading to some invariants : for
example, a P-semiflow, a vector that is a non-negative
left annuler of the incidence matrix, leads to a token
conservation law and to a P-conservative component, i.e.,
a subnet. The use of siphons and traps (subsets of places),
lead to some stable predicates and subnet components.

Looking for invariant properties, the approach based on
the state-transition equation was introduced by Lauten-
bach and Schmid (1974). From a purely AC perspective,
Murata (1977) presented the earliest contribution to the
topic. Among early significant works highlighting the im-
portance of dual views for the analysis of PN models based
on places or on transitions are (Sifakis, 1978) and (Memmi
and Roucairol, 1980); their importance resides in the fact
that they bring together PNs and convex geometry. The
systematic use of linear programming (with its duality,
(un-)boundedness and convex geometry results) within PN
theory was introduced by Silva and Colom (1988). In these
settings, most frequently, only semi-decision algorithms
are obtained because the solutions of the state-transition
equation — that belong to the set of nonnegative integers
for the firing count vectors — may be spurious, i.e., non-
reachable in the PN system. Remarkably, the suitable
addition of implicit places may remove spurious solutions
(Colom and Silva, 1991) or can increase the Hamming
distance between markings, i.e., by adding new places it is
possible to increase the error-correcting capabilities of the
implementation of the model.

When performance and performability evaluation is the
goal, the net formalism should be extended by associating
time with transitions (the most frequent option), places,
arcs or tokens. Timing structures provide a means to
reduce the non determinism of logical PNs by constraining
the firing of transitions within time windows, stochasti-
cally (defining the pdfs, and probabilities at conflicts), or
possibilistically (using fuzzy sets). Analytical techniques
for stochastic models were inspired by previous develop-
ments within Queuing Network (QN) theory. They range
from exact computations (e.g., Markov chains generation),
through approximations (flow equivalent, or response time
approaches, for example), to the computation of bounds. A
distinctive point of PN theory is the extensive use of net-
driven techniques (using structural decompositions, tensor
algebra methods, symmetries, etc.). This subfield, which is
still very active, started in the late 70s and reached its ma-
turity by the end of the 90s (Ajmone Marsan et al., 1994;
Balbo and Silva, 1998). Timed models are also used in
real-time applications looking for correctness, from logical
properties such as deadlock-freeness, to explicit response
time-bounds.

Simulation of autonomous models refers to techniques
to increase the confidence about correctness playing the
“token game animation”, or looking for counterexamples
or bugs, for example. Simulation of timed systems may
be very helpful in practice, particularly if models are non

Markovian. A key approach to Discrete Event Simulation
was proposed in 1976 by Bernard Zeigler (see a companion
paper in this session) where a “model-driven” perspective
was introduced, leading to a separation of the model
construction from the simulation techniques. PN-based
simulation has always been essentially a model-driven
approach.

Beyond analysis techniques, implementation issues are
very important in building logic controllers. The easiness
of translating PN formal models into executable code,
allows not only simulation for correctness or performance
analysis, but also rapid prototyping and code generation,
possibly fault-tolerant. This topic was initially developed
in the mid-seventies, in the area of Programmable Logic
Controllers (PLCs) or general purpose computers, for
example. The relations between PNs and Sequential Flow
Charts, a graphical programming language developed from
GRAFCET (defined in 1978), have often been explored.

Petri Nets of different levels of abstraction (C/E nets; nets;
Predicate/Transition nets; Colored PNs; Object Oriented
PN; etc.) and possibly enjoying a significant set of inter-
preted extensions (Marking Diagrams; Batches PNs; de-
terministic, stochastic or possibilistic-fuzzy timings, etc.)
lead to a large “family” of formalisms. They can be used
along the life-cycle of systems, allowing economy and
coherence in modeling, analysis and control, also making
possible synergies among the different tasks. Therefore,
PNs constitute a broad modeling paradigm, constructed as
a ”Cartesian product” of those corresponding to several
levels of abstractions and of many extensions by interpre-
tation (Silva and Teruel, 1996).

As a final comment, let us mention that a rich diversity
of tools can be found on the Petri Nets World (2017)
repository for the simulation and analysis of different Petri
net models.

3. PETRI NETS AS DISCRETE EVENT MODELS
FOR CONTROL SYSTEMS

In this section, we review the development of PN research
within the area of DES, and show how they have been
used to address classical problems of control systems in
a broad sense and include analysis, control, diagnosis,
state estimation and observability, identification, etc. A
similar analysis concerning fluid PN models can be found
in subsection 4.2.

DES have been formally considered in the framework of
AC since the late 50s, being representative of such tra-
dition the two International Symposia on Discrete Sys-
tems sponsored by IFAC in Riga (1974) and in Dresden
(1977). Nevertheless, the modern area of DES within the
AC community originated in the late 80s. In that period
in the USA many DES researchers met at the Allerton
Conference organized at the University of Illinois (one
of longest-running conferences in the systems area) and
a very first contribution dealing with supervisory control
and Petri nets was presented by Krogh (1987). In Europe
the first meeting of the WODES series (Workshop on
Discrete Event Systems) was held in Prague in 1992. In the
published proceeding of WODES’92 (Balemi et al., 1993)
a few papers dealt with PNs: logical models were used for

4

Proceedings of the 20th IFAC World Congress
Toulouse, France, July 9-14, 2017

1811



1776 Alessandro Giua  et al. / IFAC PapersOnLine 50-1 (2017) 1772–1783

deadlock avoidance in flexible manufacturing systems or
modeling supervisory control problems, while timed mod-
els were used for optimization and fluidisation. Since then
the importance of PNs within the domain has increased.

3.1 Supervisory control

Supervisory control is a fundamental theory for the control
of DESs that has been proposed in the 80s by Ramadge
and Wonham (1989). This approach is very general and
model independent: however, the original contributions
and most of the subsequent developments focused on
automata, that are intuitive models useful for presenting
basic concepts. However, it is well known that automata
have a smaller modeling power with respect to Petri
nets: not only they can only describe finite state systems
but they also lack explicit primitives to model important
behavioral features such as concurrency and rendez-vous.
Furthermore, they require the explicit enumeration of the
state space and lack computationally efficient algorithms
for analysis and synthesis. For this reason, Petri nets
have been considered as suitable model for supervisory
design since the very beginning, with the dual objective
of enlarging the class of control problems considered and
of exploiting the many algebraic analysis techniques that
pertain to them. An early review of this area of research
was presented by Holloway et al. (1997).

The original paradigm of supervisory control is concerned
with language specifications, i.e., the desired behaviour
of the plant under control is expressed as a set of legal
event sequences it should generate. The theory is quite
general but most of the presented results consider au-
tomata as discrete event models and, correspondingly,
concern regular languages. However, PNs soon started to
be used within this framework: as an example, Krogh
(1987) showed that under concurrent firing of transitions
a supremal controllable language may not exist. While PN
models allow one to extend the classes of systems and
specifications considered, including also infinite state sys-
tems, supervisory control problems have been shown to be
undecidable for arbitrary PNs (Giua and DiCesare, 1994).
This undesirable feature can be avoided by restricting the
class of models considered to deterministic PNs, whose
language class is still a proper superset of the class of
regular language. The standard approach for control with
language specifications requires in a first step to construct
the parallel composition of the net describing the plant
with the net describing the specification. This step is very
efficient using PNs (polynomial in the size of the nets) and
has an additional nice feature: the overall model represents
the closed-loop system where one can clearly distinguish
the original plant and the specification structure, than
can be seen as the controller. Unfortunately, due to the
presence of uncontrollable transitions, one needs to refine
this structure to avoid reaching undesirable — e.g., uncon-
trollable or blocking — markings. The set of undesirable
markings usually does not have a special structure and it is
not obvious how the net can be refined to prevent reaching
them. A general approach that can be used to refine a net is
based on the theory of regions (Badouel and Darondeau,
1998) that will be briefly discussed in subsection 3.3: it
can be used to design maximally permissive controllers
but it requires an exhaustive enumeration of the state

space and the required additional control structure can
be very large, as big as the set of markings to forbid. For
this reason, we believe that the use of PNs in supervisory
control for language specifications is even today an open
area of research, where efficient techniques are still missing.

Another very active subdomain of supervisory control
deals with the control objective of preventing a plant from
reaching a set of undesirable markings. This is a problem
that can be addressed leveraging the many features that
directly pertain to the PN models, including the fact
that the state (marking) is represented by a vector and
that the knowledge of the net structure may often be
enough to characterize its evolution. A first approach
was presented by Holloway and Krogh (1990) showing
that it was possible to efficiently solve supervisory control
problems that require preventing some places from getting
marked by the analysis of the uncontrollable paths that
lead from a given controllable transition to the place itself.

A large number of works deal with the control synthesis
for a wider class of state specifications called Generalized
Mutual Exclusion Constraints (GMECs) which define a
convex set of legal markings and were introduced by Giua
et al. (1992). The main advantage of these constraints is
the fact that they can be enforced on a PN by simple
control structures called monitor places whose design is
based on the net structure and does not require explore the
reachability space. An additional interesting feature is the
fact that the net representing the plant with the addition of
the controller (the monitor) describes the closed-loop sys-
tem. One of the drawback of this approach is the fact that
when the net contains uncontrollable or unobservable tran-
sitions a maximally permissive solution may be difficult to
compute (requiring at least a partial reachability analysis)
and may not always be enforceable by monitor places.
The original solution proposed by Moody and Antsaklis
(2000) consists of an elegant algebraic procedure to design
a suboptimal monitor place, i.e., a monitor that solves the
original control problem but may not be the maximally
permissive supervisor. Many subsequent developments fol-
lowed, including the extension of this approach to more
general constraints involving firing vectors (Iordache and
Antsaklis, 2003), to constraint transformation rules that
ensure maximally permissiveness for subclasses of nets
(Luo and Nonami, 2011) and finally to non-convex legal
sets (Ma et al., 2015).

3.2 Deadlock and liveness analysis and control

Deadlock freeness and liveness are basic properties that
have, in the DES domain, an importance comparable
to that of stability for time-driven systems. A deadlock
represents an anomalous state from which no further
evolution is possible. Liveness is a stronger property,
requiring that from all reachable state any transition firing
can eventually occur. They are relevant issues in many
automation problems and appropriate strategies should be
occasionally adopted in order to enforce them.

Deadlock (and partially also liveness) analysis for PNs
based on structural approaches has been mostly addressed
under the assumption that all transitions are controllable.
For ordinary nets, if a deadlock is reached, the set of
unmarked places defines a siphon (or structural deadlock).
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Thus, if no minimal siphon can be emptied (because
it contains a marked trap) the system is deadlock-free
(DF) (Commoner, 1972). For some net subclasses, such
as Free-Choice nets, DF implies liveness. Nevertheless,
the siphon/trap condition is computationally hard to
check. Chu and Xie (1997) formulate a deadlock detection
method by solving integer linear programming such that
either a complete siphon or state enumeration is not
necessary.

Concerning liveness analysis, since the early 90s the main
focus has been on efficient structural approaches for the
case that all transitions are controllable. We mention here
an approach, initially suggested by the computation of
visit ratios in stochastic PNs, leading to the so called
rank theorems, i.e., a family of results about necessary or
sufficient conditions for structural liveness of structurally
bounded nets (for particular net subclasses, such as Free-
Choice, it lead to a necessary and sufficient condition
for liveness). Their computation is in polynomial time
For a presentation of both linear algebra based analysis
techniques and other results as the elimination of some
spurious solutions —that can also be used for control—
see (Silva et al., 1998).

What to do if a given PN deadlocks or is not live? How
to constrain its behavior in such a way that the system
becomes DF or live?

Concerning deadlock control, a first distinction is between
deadlock avoidance and deadlock prevention (Viswanad-
ham et al., 1990). Approaches of the first type look for on-
line control policies that avoid reaching a deadlock state,
while approaches of second type modify the net structure
by adding a suitable control structure, to ensure deadlock-
freeness for the closed-loop system. A seminal contribution
for preventing deadlocks in flexible manufacturing systems
was presented by Ezpeleta et al. (1995): the basic idea is
to control all strict minimal siphons imposing a GMEC
for each siphon to prevent it from becoming unmarked.
Unfortunately the number of such siphons may be expo-
nential in the net size and the method only applies to a
restricted net class. The search of more efficient solutions
or the generalization of the net subclasses to which the
computations apply is a very active topic in PN theory.
Park and Reveliotis (2001); Ezpeleta et al. (2002); Li and
Zhou (2004) are a few of the relevant works in the domain.

The previous approaches are efficient but not necessar-
ily maximally permissive: in order to find a maximally
permissive deadlock-free controller the full reachability set
has to be generated to ensure that the supervisor disables
at some particular markings the transitions whose firing
leads a system from the safe marking set to the unsafe
space as in (Uzam, 2002). As a further improvement of this
approach, Chen and Li (2011) show that only a minimal
sets of safe and unsafe markings need to be considered,
leading to a reduced computational overhead and also to
a simpler control structure.

Liveness enforcing by supervisory control has also been
explored, but this is a complex problem especially when
some of the transitions of the net are not controllable
(Sreenivas, 1997). Efficient solutions to this problem are
still missing.

3.3 State estimation, diagnosis and identification

Control theory has considered several interesting problems
that are based on the (partial) observation of a system’s
behavior.

The state estimation problem consists in reconstructing
the current and past values of a system’s state from the
knowledge of the current and past values of its external
measurable outputs. Using Petri nets one usually assumes
that measurable outputs are labels assigned to transitions
that fire but often the token content of some places is also
assumed to be measurable (Ramirez-Trevino et al., 2003).
A different setting, more similar to the state estimation of
time-driven setting, has also been explored by Giua and
Seatzu (2002): assuming that the initial state is unknown
but all transition firings are observable, one can construct
an observer whose estimation error hopefully goes to zero.
More recently these approaches have also been extended
to timed (Declerck and Bonhomme, 2014) or time nets
(Basile et al., 2015).

Another classical problem is that of fault analysis or
diagnosis of a dynamical system, i.e., detecting the oc-
currence of a fault. A few fault detection methods based
on PN models were developed in the 80s and early 90s.
They included combining error detection/correction codes
to represent the marking (its Hamming distance is in-
creased by adding some redundancies) and reducing the
PN model while preserving the subset of observable tran-
sitions (Velilla and Silva, 1988). Other approaches were
based on monitoring the tokens in P-invariants (Prock,
1991) or backfiring transitions to determine if a given state
is invalid (Sreenivas and Jafari, 1993). Years later, Ben-
veniste et al. (2003) used net unfolding to avoid generating
the full reachability space of a system to detect if a given
fault pattern has occurred.

Subsequent approaches were inspired by the theory de-
veloped by Lafortune and co-authors (Sampath et al.,
1995) and also dealt with the diagnosability analysis of a
given system, i.e., determining if the occurrence of a fault
can be detected. The use of PNs in this area has been
primarily motivated by the need of practically reducing
the computational complexity of solving a diagnosis or
diagnosability problem. It should be noted that a common
assumption is that both the nominal model and the fault
model of the system is given. Usually faults are modeled
by unobservable event whose occurrence must be detected
based on the system’s observation: thus it is not surprising
that almost all approaches exploit techniques previously
developed for state estimation. Among the PN techniques
used in this setting we recall the notions of border places
to partition a net in simpler subnets to analyze sepa-
rately (Genc and Lafortune, 2007), minimal explanations
(Jiroveanu and Boel, 2010) and basis markings (Cabasino
et al., 2010) that try to avoid the full construction of the
reachability set, or on-line approaches based on integer
programming (Basile et al., 2009; Dotoli et al., 2009). PNs
also allow the extension of this approach to infinite state
systems (Cabasino et al., 2012) and to time nets (Basile
et al., 2015). In recent years some of these approaches are
also being used to study opacity, i.e., the property of a
system to keep its data private from an intruder that can
partially observe its evolution (Bryans et al., February,
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2005): this a topic of great relevance in the context of
multi-agent systems, internet of things, etc.

We also mention the classical problem of identification,
i.e., building a mathematical models of a dynamical system
from measured data. In the domain of PNs, identification
is also known with the name of net synthesis (Badouel
et al., 2015) and is closely related to the process mining
technique called discovery, i.e., constructing an unknown
model based on an event log (Van Dongen et al., 2009).

Process mining approaches usually consider large amount
of data and aim to derive in an efficient way a par-
tial approximate model. On the contrary, net synthesis
approaches look for an exact model and as such they
have a very high complexity. A first technique for net
synthesis is based on the theory of regions : it synthesizes
a Petri net from a transition system adding places to
make sure counterexamples (i.e., sequences not belonging
to the transition system) cannot occur on the net (Badouel
and Darondeau, 1998). Other approaches still consider a
list of examples and counterexamples but determine the
net structure by solving an Integer Programming problem
whose complexity can grow very large: these procedure
can be applied either off-line (Cabasino et al., 2007) or
on-line (Dotoli et al., 2008). Finally the identification of
fault models has also been addressed (Wu and Hadjicostis,
2005).

4. FLUIDIZATION OF PN MODELS AND FLUID
VIEWS OF SYSTEMS

The state explosion problem that characterizes DES poses
strong limitation to analysis and synthesis methods for all
formalisms with reasonable modeling capabilities such as
Queuing Networks (QNs), Petri Nets (PNs) or, more re-
cently, Process Algebras (PAs) (Silva et al., 2011). Fluid or
continuous PNs are obtained by a simple relaxation. The
underlying idea is not really new (remember the Lotka-
Volterra equations, 1926-27), and has been —explicitly
or implicitly— employed in application domains such as
manufacturing, communication or transportation systems;
also in populations dynamics problems, in fields as Biology,
Ecology or Epidemiology. Fluid models “over approxi-
mate” the set of reachable states (markings in the PNs
case) of their discrete counterpart.

In fluid PN models, the firing amount of the transitions
are relaxed to non-negative real quantities. The introduc-
tion of fluidization in the Petri net paradigm dates back
to 1987 (David and Alla, 1987). As explicitly stated by
David and Alla (2010), the source of inspiration was the
fluidization of models for the performance evaluation of
production lines (manufacturing domain). At the same
meeting in Zaragoza, working with the fundamental or
state-transition equation of the PN system, the system-
atic use of linear programming techniques for the struc-
tural analysis of PNs was proposed by Silva and Colom
(1988). This second approach can be simply “rephrased”
as relaxing Integer Programming into Linear Programming
in order to obtain: necessary or sufficient conditions for
qualitative properties (such as boundedness or deadlock-
freeness, for example); or bounds for quantitative ones (on
the marking of a place in an untimed model, or of the
throughput of a transition in a timed model, for example).

Fluid QNs are intrinsically timed, but models based on
PNs (and PAs) can be untimed or timed. Therefore,
fluidization of PNs has been historically considered at
logical and at performance levels.

In the study of fluid PN models, properties of discrete
nets such as deadlock-freeness, boundedness, observability
or controllability, are similarly of primary interest. If
the continuous model is an approximation of a discrete
one, major concerns are the understanding of the validity
or accuracy of the approximation, and finding a good
trade-off with respect to computational complexity and
decidability issues. It can be said that with fluidizable PNs
(we stress that not all are!), the bigger the initial marking
(or population), the better. In fact, a double advantage
exists: greater accuracy (smaller relative error in timed
models, for example) and more importantly computational
savings (exponential decrease on those efforts). From a
historical perspective, most of the works during the first
period (till the mid of the first decade of this century)
focus primarily on exploring the potentialities for the
analysis of the new classes of models, while topics such
as their improvement and legitimization were addressed
years later. Silva (2016) provides a recent perspective on
the fluidization of PNs.

4.1 On the fluidization of DES and fluid views

As the linearization of a continuous dynamical system,
the fluidization of a PN model is a relaxation that has
to be used with care, even when untimed PN systems are
considered. Even the simplest models can be affected by
the classical “Zeno paradox” which leads to the idea of
reachability at the limit (lim-reachability). In other words,
even if the PN system is bounded, infinite sequences should
be considered, which may lead to behaviors that are not
possible in discrete models, such a the emptying of traps
(Recalde et al., 1999). Moreover, fluidization cannot al-
ways be applied because significant discrepancies between
continuous and discrete behaviors may appear. Fluidiza-
tion and linearization are two complementary relaxations,
the second not being always applicable; for example, if
the system is chaotic. In the present context, deadlock-
freeness of the untimed discrete model may be neither
necessary nor sufficient for the corresponding fluid one.
Those discrepancies can be formally studied through the
concept of marking homothetic monotonicity (weaker than
the more classical marking monotonicity) in the discrete
model (Fraca et al., 2014).

Depending on the time interpretation of the discrete model
and the net structure, Timed Continuous PN (TCPN) can
be defined in many different ways, particularly when deal-
ing with rendez-vous, a syncronization primitive that can
be modeled by means of transitions with more than one
input arc. Two basic timing interpretations are constant
and variable speed, also known as finite server semantics
(FSS) and infinite server semantics (ISS), respectively.
Fluid or continuous TCPN under FSS or under ISS are
“technically” time-driven hybrid systems.

For a comprehensive discussion of FSS-TCPN, see David
and Alla (2010), while many results concerning ISS-TCPN
are summarized in Silva et al. (2011). ISS is most fre-
quently used in the context of manufacturing, logistic
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or hospital management problems. Moreover, it has been
proved that for particular net systems (for example, mono-
T-semiflow (MTS) nets under some general conditions),
ISS approximates better the steady-state flows (Mahulea
et al., 2009). By using ISS, basic properties of the discrete
Markovian PN model are inherited, and dynamic TCPN
systems represent a particular class of piecewise affine
systems with a polytopic partition in which the derivatives
of the marking are continuous functions.

Nevertheless, the equilibrium markings (i.e., the null solu-
tions of the state-equation) may be non-monotonic w.r.t.
the initial marking (i.e., more resources may reduce the
throughput) or w.r.t. the firing rates associated with tran-
sitions (i.e., faster machines may lead to a smaller through-
put). Moreover, those non-monotonicities frequently coex-
ist with discontinuities for steady-state behaviors (Meyer,
2012). Monotonicity w.r.t. the marking has been very
recently characterized in pure structural terms for some
broad class of nets; moreover, if the system is monotonic
with respect to the marking, no discontinuity may appear
in the steady-state throughput. Additionally, TCPN under
ISS may simulate Turing machines, thus they have an
important theoretical expressive power; the reverse of the
coin is that some properties such as marking coverability,
submarking reachability or the existence of a steady-state
may remain undecidable.

Decolorizing high-level PNs (such as colored PNs), the
minimum operator of ISS may become a product. This lead
to so called population or product semantics (Silva et al.,
2011), very frequently used in System Dynamics, a class of
time-driven fluid PNs that are not hybrid systems. Being
possible to define firing flows proportional to the product
of the marking of input places, chaotic models may be
easily described.

As discrepancies between fluid and discrete behaviors may
appear, a key question is how to improve fluid approxima-
tions? Several techniques have been developed: while they
alleviate the problem in many practical cases, it should be
pointed out that they do not solve it in general! Among
other improvement techniques (Silva, 2016): (1) The use
of cutting implicit places to remove spurious solutions
(for example, spurious deadlocks); (2) The introduction
of variations in the ISS to take into account the weighted
arcs from places to transitions, firing constraints that are
“not seen” under ISS, because markings are assumed to be
very large; and (3) The addition of noise to the firing flows,
what lead to stochastic continuous approximations. If the
marking is “relatively small”, the removing of spurious
solutions and the so called rho-semantics may be of great
interest (Fraca et al., 2017). Stochastic approximations
(Vázquez and Silva, 2012; Beccuti et al., 2014) may be
particularly interesting if the trajectory of the system
frequently crosses the border of regions of the polytopic
partition of the reachable space.

Besides providing improvements, the previous results con-
tribute to legitimize the continuous relaxation of the cor-
responding discrete model. Another server semantics (i.e.,
timing interpretation) for TCPN is proposed by Lefebvre
et al. (2010).

4.2 On the use of fluid models

Since the early works it was clear that fluid PNs enjoy
important advantages (Recalde et al., 1999). Unfortu-
nately, some modeling features such as mutual exclusion
relationships cannot be observed in continuous systems,
since they are based on the notion of disjunctive resources.
The same can be said for particular monopoly and fairness
situations, among others.

In analogy with (discrete) PNs, their continuous counter-
parts can be analyzed using transformation and structural
techniques, but not reachability enumeration, unless the
reachability space is discretized into zones. Model checking
techniques deal with formal verification of DESs in the
latter case. For a TCPN system under ISS, formal analy-
sis may start by embedding it into a Piece-Wise Affine
(PWA) system and, by means of discrete abstractions,
into a finite transition system (Kloetzer et al., 2010).
Genuine to this paradigm, structural techniques allows to
efficiently study necessary or sufficient conditions for many
interesting properties. The join use of net transformations
and structural techniques, together with simulation is most
frequently very interesting in practice.

Let us now briefly focus on classical control theory prop-
erties, such as observation, diagnostic and control. In
particular, a blend of techniques belonging to PNs and
(continuous and hybrid) Automatic Control is used, em-
phasizing some structural (graph and algebraic) concepts
and results.

Assuming that the marking of a subset of places (or the
flow of a subset of transitions) can be observed (measured),
a TCPN system under ISS is said to be observable if
it is always possible to compute its initial marking. In
many real cases, the possibility to estimate/observe the
system for all possible values of the firing rates is an
important issue. A stronger property that only depends on
the net structure, regardless of the firing rates associated
with transitions, is structural observability. It can be
approached using graph-based arguments. Moreover, a
TCPN is said to be generically observable if it is always
observable, outside of a proper algebraic variety of the
firing rates space (Silva et al., 2011). Lefebvre (2001) deal
with discrete-time models and measure some places, the
goal being to estimate the firing flows of the transitions.

Related to observability, is the problem of fault diagnosis,
Using the characterization of the set of consistent markings
and the algorithm to compute it, the problem of fault
detection for systems modeled by untimed CPN has been
addressed in (Mahulea et al., 2012). The main advantage of
fluidification is that more general Petri net structures than
those taken into account in discrete approaches can be
considered (in particular, the unobservable subnet needs
not to be acyclic).

Looking at the optimization of systems, not only mathe-
matical programming methods can be applied, for example
to compute: an optimal initial marking, an optimal routing
rate at specific conflicts, or an optimal steady-state; etc.
(see, for example, chapter 18 in Seatzu et al. (2013)). In
Wardi et al. (2013) the Infinitesimal Perturbation Analysis
(IPA), a gradient-estimation technique, is extended from
stochastic flow models to stochastic Marked Graphs.
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Control objectives in DES may be to “enforce” some
safety specifications (e.g. deadlock-freeness or particular
mutual exclusion constraints). This can only be done by
reducing the firing flow of selected transitions at par-
ticular states, The key point is that any control action
allowed in the TCPN system may only slow down the
nominal or uncontrolled flow, since transitions —machines
for instance— cannot work faster than their nominal
speed. In discrete PNs, such control action is equivalent
to temporarily blocking the firing of enabled transitions.
Otherwise stated, control actions only can reduce the flow
through specific transitions, those named controllable. If all
the transitions are controllable, controllability at the net
level has a very simple structural characterization, consis-
tency; otherwise, the controllability criteria is much more
intricate (Vázquez et al., 2014). Similarly to observability,
generic and structural controllability are research goals,
but further work is necessary. In the literature many works
deal with the computation of controllers (fuzzy, linear
matrix inequalities, ON/OFF, model predictive control,
decentralized, distributed, etc.), most of them dealing with
systems in which all transitions are controllable (see, for
example, Silva et al. (2011), and chapter 20 in Seatzu et al.
(2013)). Among problems that did not receive yet satis-
factory solution is the decentralized control of ISS-TCPN
with uncontrollable transitions, a problem of relevance for
systems of large dimension.

4.3 A brief perspective on hybrid PNs

The extension from (discrete) net models to Hybrid PNs
(HPNs) did follow many complementary lines. A basic one
is by relaxing the firing of a subset of transitions, there-
fore, discrete and continuous transitions are mixed (Bail
et al., 1991; Trivedi and Kulkarni, 1993). Most works on
HPNs deal with timed formalisms, nevertheless, untimed
models and analysis techniques are also of interest. We
should warn that, as was the case for continuous nets, the
fluidization of a single transition of a PN may transform,
say, a live system into a dead-lockable one.

An alternative basic approach to define hybrid PN for-
malisms, derives from hybrid automata (Alur and Dill,
1994); the main idea is to keep a discrete PN model (to de-
scribe the event-driven dynamics) while adding continuous
variables governed by algebraic or differential equations;
in other words, these approaches extend the classic PN
formalism by a continuous time-driven interpretation (see,
for example, Champagnat et al. (1998)).

During the 90s of the past century many hybrid PN
proposals appeared. By the end of the decade, in the
broader framework of hybrid systems, several of those are
considered in Antsaklis et al. (1998); at the very beginning
of the new century, a survey centered on hybrid PNs by Di
Febbraro, A. Giua and G. Menga (eds.) (2001) provides
a more detailed landscape. Batches PNs (Demongodin,
2001; Demongodin and Giua, 2010) or First-Order Hybrid
PNs (FOHPNs) (Balduzzi et al., 2000) are complemen-
tary hybrid extensions, appropriate for different modeling
problems. Of additional interest is the special issue by
Cassandras et al. (2008).

Several approaches have been used for optimization of
hybrid nets. Mathematical programming methods have

often be applied to compute: optimal initial markings or
optimal transitions firings (Balduzzi et al., 2000); also
optimal routing rates at conflicts (Gaujal and Giua, 2004).

5. SOME OPEN PROBLEMS

We conclude this historical perspective by suggesting a few
areas that are open for future research.

PNs have been a valuable model for supervisory control of
discrete event systems and can reduce the complexity of
supervisory synthesis. However, while the use of Petri nets
with state specifications is a very mature area (consider as
an example the works on GMECs), their use in the design
of controllers for more general behavioral specifications has
not been equally successful: finding a general approach
based on structural analysis to address the latter issue
is still an open problem. In addition, we believe that
the supervisory control for timed systems could benefit
from the use of PN models with an implicit dense time
interpretation, as opposed to an explicit discretization of
clock events that produces unnecessary complex models.

Colored PNs have been used to model large systems
characterized by partial symmetries and some structural
approaches for their analysis have been developed. What
has not received much attention so far is the use of this
class of nets for solving problems of supervisory control,
state estimation, diagnosis and identification. This is a
potentially fruitful area that deserves to be explored.

Control theory concepts have been applied to fluid and
hybrid PNs in the last years. We believe that many
control and observation techniques recently developed can
be applied in this context and new interesting results are
expected.

PNs provide a natural way of describing distributed sys-
tems, due to the inherently local representation of states
and events. The control community has seen a recent
surge of interest in the area of networked control systems
usually modelled as time-driven systems although in recent
developments, such as event-based control (Grüne et al.,
2014), the advantages of event triggered communications
have been explored. It is likely that in the immediate future
the study of networked discrete event systems will see a
parallel growth where PNs may play an important role.
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E. Fraca, J. Júlvez, and M. Silva. On the fluidization of
Petri nets and marking homothecy. Nonlinear Analysis:
Hybrid Systems, 12(2):3–19, 2014.
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